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Abstract

We investigate the requirements for specifying the be-
haviors of actions in a stochastic domain. That is, we
propose how to write sentences in a logical language
to capture a model of probabilistic transitions due to the
execution of actions of some agent. We propose a defini-
tion for ‘proper’ and ‘full’ probabilistic transition model
specifications and suggest which assumptions can and
perhaps should be made about such specifications to
make them more parsimonious. Making a priori or de-
fault assumptions about the nature of transitions is use-
ful when a given transition model is not fully specified.
Two default assumption approaches will be considered.

Many environments can be modeled as probabilistic transi-
tion systems. For instance, a robot which is uncertain about
the outcomes of its actions could rely on such a model. Or
to simulate some biological process may require a model
of how likely it is that a particular state of the process will
arise, given some (cellular/molecular/chemical) event oc-
curs in another process state. Usually, a full specification of
transition probabilities is required so that the likelihood of
the system changing from one current state sc to a resulting
state sr can be deduced, for all system states.

There are naı̈ve ways of specifying a system’s dynam-
ics and there are more sophisticated ways which attempt to
make the task of specification easier and the specifications
more compact, by making use of regularities and common
sense. In this paper, we investigate strategies for smaller
‘full’ specifications which follow intuitive lines of reason-
ing, relying on two kinds of default assumptions when tran-
sition information is deficient. Transition information may
be unobtainable or difficult to deduce, or the knowledge en-
gineer may know that the default assumption is correct for
a given domain and thus knows that she or he needs not
(re)state the information.

The first author’s present research is in the development
of a modal logic with a partially observable Markov decision
process (POMDP) semantics. A sublogic is the Specification
Logic of Actions with Probability (SLAP). Our investigation
into the issues in specifying domains with SLAP lead to the
work presented here. For us, it thus makes sense to tackle
these issues using SLAP. However, the research discussed in
this paper, may well be applied to other logics with proba-
bilistic transition semantics.

Imagine a robot that is in need of an oil refill. There is
an open can of oil on the floor within reach of its gripper. If
there is nothing else in the robot’s gripper, it can grab the can
(or miss it, or knock it over) and it can drink the oil by lifting
the can to its ‘mouth’ and pouring the contents in (or miss
its mouth and spill). The robot may also want to confirm
whether there is anything left in the oil-can by weighing its
contents with its ‘weight’ sensor. And once holding the can,
the robot may wish to replace it on the floor.

The domain is (partially) formalized as follows (one
cannot model the (epistemic) effects of observations with
SLAP). The robot has the set of (intended) actions
A = {grab, drink, weigh, replace}with expected mean-
ings. The robot experiences its environment through three
Boolean features: P = {full, drank, holding} meaning
that the oil-can is full, that the robot has drunk the oil and
that it is currently holding something in its gripper. Given
a formalization BK of our scenario, the robot may have
the following query: If the oil-can is empty and i’m not
holding it, is there a 0.9 probability that i’ll be holding it
(and it is still empty) after grabbing it, and a 0.1 probability
that i’ll have missed it (and it is still empty)? That is, does
(¬full ∧ ¬holding)→ ([grab]0.9(¬full ∧ holding) ∧
[grab]0.1(¬full ∧ ¬holding)) follow from BK ?

Next, we define SLAP. Then we investigate the issues in
specifying probabilistic transition models and we propose
some methods for their specification. Finally, our proposed
methods are proved correct in a sense to be defined later.

Specification Logic of Actions with Probability
To illustrate our ideas, we present a modal logic for speci-
fying agents’ stochastic action models. First we present the
syntax, then the semantics of SLAP.

Syntax
The vocabulary of our language contains three sorts:

1. a finite set of propositional variables (simply, proposi-
tions) P = {p1, . . . , pn},

2. a finite set of names of atomic actionsA = {α1, . . . , αn},
3. all rational numbers Q.
From now on, we denote Q ∩ [0, 1] as Q[0,1]. We are going
to work in a multi-modal setting, in which we have modal
operators [α]q , one for each α ∈ A and q ∈ Q[0,1].



Definition 1 Let α ∈ A, q ∈ Q[0,1] and p, p1, . . . , pm ∈ P .
The language of SLAP, denoted LSLAP , is the least set of Ψ
defined by the grammar:

ϕ ::= p | > | ¬ϕ | ϕ ∧ ϕ.
Φ ::= ϕ | ¬Φ | Φ ∧ Φ | [α]qϕ.

Ψ ::= �Φ | Inv(α,ϕ, {p1, . . . , pm}).

Note that formulae with nested modal operators of the form
��Φ, ���Φ, etc. or of the form [α]q[α]qϕ, [α]q[α]q[α]qϕ,
etc. are not in LSLAP . ‘Single-step’ formulae are sufficient
to specify action transitions. Formulae of the form �[α]qϕ
are allowed. As usual, we treat ⊥,∨,→ and ↔ as abbre-
viations. → and ↔ have the weakest bindings and ¬ the
strongest; parentheses enforce or clarify the scope of opera-
tors conventionally.

[α]qϕ is read ‘The probability of reaching a world in
which ϕ holds after executing α, is equal to q’. [α] abbre-
viates [α]1. 〈α〉ϕ abbreviates ¬[α]0ϕ and is read ‘It is possi-
ble to reach a world in which ϕ holds after executing α’.
One reads �Φ as ‘Φ holds in every possible world’. We
require the � operator to mark certain sentences (axioms
which model the domain of interest) as holding in all possi-
ble worlds. Inv(α,ψ, {p1, . . . , pm}) is called the invariance
predicate. It is read ‘When α is executed under condition ψ,
the truth values of propositions p1, . . . , pm are invariant.

Semantics
Standard modal logic structures (alias, possible worlds mod-
els) are tuples 〈W,R, V 〉, where W is a (possibly infinite)
set of states (possibly without internal structure), R is a bi-
nary relation on W , and V is a valuation, assigning sub-
sets of W to each atomic proposition. This is the standard
Kripke-style semantics (Popkorn 1994; Hughes and Cress-
well 1996, e.g.). SLAP structures are non-standard: Its se-
mantics has a structure of the form 〈W,R〉, where W is a
finite set of worlds such that each world assigns a truth value
to each atomic proposition, and R is a binary relation on W .
Moreover, SLAP is multi-modal in that there are multiple
accessibility relations.

Intuitively, when talking about some world w, we mean a
set of features (propositions) that the agent understands and
that describes a state of affairs in the world or that describes
a possible, alternative world. Let w : P 7→ {0, 1} be a total
function that assigns a truth value to each proposition. Let C
be the set of all possible functions w. We call C the conceiv-
able worlds; the set of possible worlds may be the whole set
of conceivable worlds.
Definition 2 A SLAP structure is a tuple S = 〈W,R〉 s.t.

1. W ⊆ C a non-empty set of possible worlds;
2. R : A 7→ Rα, where Rα : (W × W ) 7→ Q[0,1] is

a total function from pairs of worlds into the rationals;
That is, R is a mapping that provides an accessibility re-
lation Rα for each action α ∈ A; For every w− ∈ W ,
it is required that either

∑
(w−,w+,pr)∈Rα pr = 1 or∑

(w−,w+,pr)∈Rα pr = 0;

Figure 1 is a pictorial representation of transitions and their
probabilities for the action grab of the oil-can scenario.
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Figure 1: A transition diagram for the grab action.

The eight circles represent the eight conceivable worlds with
their valuations (∼ reads ‘not’).
Rα defines the transition probability pr ∈ Q[0,1] between

worlds w+ and world w− via action α. If (w−, w+, 0) ∈
Rα, thenw+ is said to be inaccessible or not reachable via α
performed inw−, else if (w−, w+, pr) ∈ Rα for pr ∈ (0, 1],
then w+ is said to be accessible or reachable via action α
performed inw−. If for somew−,

∑
(w−,w+,pr)∈Rα pr = 0,

we say that α is inexecutable in w−.

Definition 3 (Truth Conditions) Let S be a SLAP struc-
ture, with α ∈ A and q, pr ∈ Q[0,1]. Let p, p1, . . . , pm ∈ P
and let ϕ be any sentence in LSLAP . We say ϕ is satisfied at
world w in structure S (written S, w |= ϕ) if and only if

1. S, w |= > for all w ∈W ;
2. S, w |= p ⇐⇒ w(p) = 1 for w ∈W ;
3. S, w |= ¬ϕ ⇐⇒ S, w 6|= ϕ;
4. S, w |= ϕ ∧ ϕ′ ⇐⇒ S, w |= ϕ and S, w |= ϕ′;
5. S, w |= [α]qϕ ⇐⇒

(∑
(w,w′,pr)∈Rα,S,w′|=ϕ pr

)
= q;

6. S, w |= �ϕ ⇐⇒ for all w′ ∈W,S, w′ |= ϕ;
7. S, w |= Inv(α,ψ, {p1, . . . , pm}) ⇐⇒

for i ∈ {1, . . . ,m}, S, w |= ψ ∧ pi → [α]pi and
S, w |= ψ ∧ ¬pi → [α]¬pi.

A formula ϕ is valid in a SLAP structure S = 〈W,R〉 (de-
noted S |= ϕ) if S, w |= ϕ for every w ∈ W . ϕ is SLAP-
valid (denoted |= ϕ) if ϕ is true in every structure S. If
|= θ ↔ ψ, we say θ and ψ are semantically equivalent (ab-
breviated θ ≡ ψ).
ϕ is satisfiable if S, w |= ϕ for some S and w ∈ W . A

formula that is not satisfiable is unsatisfiable or a contradic-
tion. The truth of a propositional formula depends only on
the world in which it is evaluated. We may thus writew |= ϕ
instead of S, w |= ϕ when ϕ is a propositional formula.

Let K be a finite subset of LSLAP . We say that ψ is a
local semantic consequence of K (denoted K |= ψ) if for
all structures S, and all w ∈ W of S, if S, w |=

∧
θ∈K θ

then S, w |= ψ. We shall also say that K entails ψ whenever
K |= ψ. If {θ} |= ψ then we simply write θ |= ψ.

If there exists a world w ∈ C such that w |= δ, where δ is
a propositional formula, and for all w′ ∈ C, if w′ 6= w then
w′ 6|= δ, we say that δ is definitive (then, δ defines a world; δ
is a complete propositional theory). Let Def be the smallest
set of all definitive formulae induced from P .



Specifying Domains with SLAP
We provide a framework to formally specify—in the lan-
guage of SLAP—the domain in which an agent or robot is
expected to live. In the context of SLAP, we are interested in
three things in the domain of interest: (i) The initial condi-
tion IC , that is, a specification of the world the agent finds
itself in when it becomes active. (ii) Domain constraints or
static laws SL, that is, facts and laws about the domain that
do not change. (iii) Information about when actions are pos-
sible and impossible, the effects of actions and conditions
for the effects—the dynamics of the environment or system.
Refer to these as the action description (AD). How to write
these axioms is the focus of this paper.

Let the union of all the axioms in SL and AD be denoted
by the set BK—the agent’s background knowledge. IC is
not part of the agent’s background knowledge.

Therefore, in SLAP we are interested in the validity of a
formula with a particular form:

|=
∧

φ∈BK

�φ→ (IC → Φ), (1)

where Φ is any sentence of interest in LSLAP . Equation (1)
assumes that BK contains no sentence mentioning �.

From now on, the following abbreviations for constants
in our scenario will be used: grab := g, drink := d,
weigh := w, replace := r, full := f , drank := da
and holding := h.

Specifying Transition Models
In SLAP, one can express that action α has effect ϕ with
probability q under condition ψ as ψ → [α]qϕ. In general,
an effect axiom has the form

ψ → [α]q1ϕ1 ∧ [α]q2ϕ2 ∧ . . . ∧ [α]qnϕn

for expressing the different effects of an action and their as-
sociated occurrence probabilities, under a particular condi-
tion. To set the stage, we provide a definition of a ‘proper’
specification of the probabilistic effects of an action.
Definition 4 For some action α ∈ A, a set of effect axioms
is a proper effects specification (or PES for short) if and only
if it takes the form

ψ1 → [α]q11ϕ11 ∧ · · · ∧ [α]q1nϕ1n

ψ2 → [α]q21ϕ21 ∧ · · · ∧ [α]q2nϕ2n

...
ψj → [α]qj1ϕj1 ∧ · · · ∧ [α]qjnϕjn,

where (i) no qik = 0, (ii) the transition probabilities
qi1, . . . , qin of any axiom i must sum to 1, (iii) for every i,
for any pair of effects ϕik and ϕik′ , ϕik ∧ϕik′ ≡ ⊥ and (iv)
for any pair of conditions ψi and ψi′ , ψi ∧ ψi′ ≡ ⊥.
We insist that no qik = 0, because the definition is of the
specification of an action’s effects: suppose

ψ → . . . ∧ [α]0ϕ ∧ · · ·
is an axiom of our background knowledge, then due to no
ϕ-world being reachable via α under condition ψ, ϕ cannot

be an effect in this case. This axiom should thus not be an
effect axiom.

Proper specifications of the probabilistic effects of actions
g, d, r and w, respectively, are

f ∧ da ∧ ¬h → [g]0.7(f ∧ da ∧ h) ∧ [g]0.3(da ∧ ¬h);
f ∧ ¬da ∧ ¬h → [g]0.7(f ∧ ¬da ∧ h) ∧ [g]0.3(¬da ∧ ¬h);
¬f ∧ da ∧ ¬h → [g]0.9(¬f ∧ da ∧ h) ∧

[g]0.1(¬f ∧ da ∧ ¬h);
¬f ∧ ¬da ∧ ¬h → [g]0.9(¬f ∧ ¬da ∧ h) ∧

[g]0.1(¬f ∧ ¬da ∧ ¬h).

f ∧ ¬da ∧ h → [d]0.85(¬f ∧ da ∧ h) ∧ [d]0.15(¬f ∧ ¬da ∧ h);

¬f ∧ da ∧ h → [d](¬f ∧ da ∧ h);

¬f ∧ ¬da ∧ h → [d](¬f ∧ h).

f ∧ da ∧ h → [r](f ∧ da ∧ ¬h);
f ∧ ¬da ∧ h → [r](f ∧ ¬da ∧ ¬h);
¬f ∧ da ∧ h → [r](¬f ∧ da ∧ ¬h);

¬f ∧ ¬da ∧ h → [r](¬f ∧ ¬da ∧ ¬h).

f ∧ da ∧ h → [w](f ∧ da ∧ h);

f ∧ ¬da ∧ h → [w](f ∧ ¬da ∧ h);

¬f ∧ da ∧ h → [w](¬f ∧ da ∧ h);

¬f ∧ ¬da ∧ h → [w](¬f ∧ ¬da ∧ h).

The above set of axioms will be denoted as PES 1.
When trying to capture the behavior or dynamics of an

action, one typically wants to capture what objects in the en-
vironment the action affects, what objects are not affected,
in what situations/conditions the action can be performed
and when it can physically not be performed. Observe that
action α is executable under condition ψ if there exists an ef-
fect axiom with condition ψ in a PES for α. But one cannot
say—given only a PES—when α is inexecutable or whether
the action may be executable under unmentioned conditions.
Finally, one can only say what propositions do not change,
under the conditions of the given axioms. However, a PES
does not carry the information of whether the axioms are
meant to cover all conditions. The rest of this paper is dedi-
cated to dealing with these deficits.

If a knowledge engineer for some reason does not specify
what an action α’s effects are, given some condition ψ, but
he/she wants to specify that the action is executable in ψ,
then he/she can simply write ψ → [α]1>. To express that α
is inexecutable under condition ψ, the knowledge engineer
can write ψ → [α]0>.

Invariance
A frame axiom (Reiter 1991) captures the idea of the ‘mo-
mentum’ of a state. That is, things which are unaffected by
an action, should remain unaffected after the completion of
the action. The general problem of how to minimize or avoid
specifying the the multitude of frame axioms usually re-
quired is known as the frame problem (McCarthy and Hayes
1969). Bacchus, Halpern and Levesque (1999) supply one
approach to deal with the frame problem in a language able



to express probabilistic transitions, but read the last section
of the present paper.

We see in PES 1 that for the action r, only h is affected.
So for r, the four frame axioms are

h ∧ f → [r]f ; h ∧ ¬f → [r]¬f ;
h ∧ da→ [r]da; h ∧ ¬da→ [r]¬da.

Here, h is the condition under which the frame axioms are
applicable. An extreme example is for w (under condition
h), which never affects propositions; six frame axioms are
required. w is an epistemic action (without side-effects) be-
cause it is meant to affect only the agent’s knowledge1, not
the environment.

In general, a positive frame axiom has the form

FrCond+(α, p) ∧ p→ [α]p

and a negative frame axiom has the form

FrCond−(α, p) ∧ ¬p→ [α]¬p,
where FrCond+(α, p) is a formula stating the conditions
under which literal p remains positive and FrCond−(α, p)
is a formula stating the conditions under which literal ¬p
remains negative.

Instead of stating frame axioms directly, we shall use a
slightly more concise invariance predicate by collecting all
propositions invariant under the same conditions. To relate
frame axioms and invariance predicates, note that the fol-
lowing two statements hold (⇒ is read ‘implies’).

S, w |= Inv(α,FrCond+(α, p) ∧ p, P ) s.t. p ∈ P
⇒ S, w |= FrCond+(α, p) ∧ p→ [α]p

S, w |= Inv(α,FrCond−(α, p) ∧ ¬p, P ) s.t. p ∈ P
⇒ S, w |= FrCond−(α, p) ∧ ¬p→ [α]¬p.

Note the subtlety that the literal of the right polarity must be
included in the condition of the invariance predicate.

We shall collect all invariance predicates in the set
INV . Our approach assumes that for every/any α, for all
Inv(α,ψ, P ), Inv(α,ψ′, P ′) ∈ INV , ψ ∧ ψ′ ≡ ⊥. Fur-
thermore, for every effect axiom ψ → Φ for α, for all
Inv(α,ψ′, P ) ∈ INV , either ψ ∧ ψ′ ≡ ⊥ or ψ |= ψ′.
These assumptions keep things organized.

Now suppose we have the following invariance predicates
(denoted INV 1).
Inv(g, f ∧ ¬h, {da}); Inv(g,¬f ∧ ¬h, {f, da});
Inv(d,¬f ∧ ¬da ∧ h, {f, h}); Inv(d,¬f ∧ da ∧ h, {f, da, h});
Inv(d, f ∧ ¬da ∧ h, {h}); Inv(r, h, {f, da}); Inv(w, h, {f, da, h}).

INV 1 is a partial specification of action effects of the oil-
can scenario. To further specify effects, one can supply the
following effect axioms (denoted as PES 2).

f ∧ ¬h → [g]0.7(f ∧ h) ∧ [g]0.3¬h;

¬f ∧ ¬h → [g]0.9h ∧ [g]0.1¬h;

f ∧ ¬da ∧ h → [d]0.85(¬f ∧ da) ∧ [d]0.15(¬f ∧ ¬da);

h → [r]¬h.
1In SLAP, actions like weigh are innocuous, but in logics which

express sensing, epistemic actions become influential.

Note that
∧
β∈PES1

β ≡
∧
δ∈INV 1∪PES2

δ, but INV 1 ∪
PES 2 has approximately half as many formulae as PES 1.

Furthermore, we propose that it is reasonable to deduce
executability and inexecutability of actions by assuming the
presence of the following (in)executability axiom.

〈α〉> ↔ (ψ1 ∨ · · · ∨ ψj) ∨
∨

ψ∈CondInv (α)

ψ,

where ψ1, . . . , ψj are the conditions of the effect axioms for
α and Cond Inv (α) is the set of all the conditions mentioned
in the invariance predicates for α. The (in)executability ax-
ioms for our example are

〈g〉> ↔ ¬h; 〈d〉> ↔ h ∧ (¬f ∨ ¬da);
〈r〉> ↔ h; 〈w〉> ↔ h.

(2)

We shall collect all (in)executability axioms in the set
EXEC . We shall refer to the set (2) in particular as EXEC 1.

From Underspecified to Fully Specified Transition
Models
Definition 5 A transition model specification for action α
is any set B ⊂ LSLAP , such that there exists a structure
S = 〈C,R〉, where (α,Rα) ∈ R such that S |=

∧
β∈B β

and there is no S ′ = 〈C,R′〉 such that S ′ |=
∧
β∈B β, where

(α,R′α) ∈ R′ and R′α 6= Rα.

A PES is, in general, not a transition model specification:
Let P = {p1}, α1 ∈ A and B = {p1 → [α1]p1}. Then B
is a PES for α1. And let w1 |= p1 and w2 |= ¬p1. Assume
S ′ |= p1 → [α1]p1, where S ′ = 〈C,R′〉, (w2, w2, 0.4) ∈
R′α and (α,R′) ∈ R′ and assume S ′′ |= p1 → [α1]p1, where
S ′′ = 〈C,R′′〉, (w2, w2, 0.5) ∈ R′′α and (α,R′′) ∈ R′′. But
the two structures S ′ and S ′′ are different. Therefore, p1 →
[α1]p1 does not uniquely specify the accessibility relation
for α1. But the definition of a transition model specification
says it must be unique.

Suppose a completeness assumption about effect axioms
is as follows: The conditions of effect axioms for action
α specifies all the conditions under which α has an ef-
fect, that is, under which α causes a proposition to change
(see, e.g., Reiter 1991, §2.3). In deterministic systems, if
one makes the completeness assumption about effect condi-
tions, one can deduce frame axioms from the effect axioms
(Reiter 1991). But effect axioms for non-deterministic sys-
tems are different, and frame axioms are not enough: Let
BKocs := INV 1 ∪ PES 2 ∪ EXEC 1. Note that BKocs 6|=
f ∧¬h→ [g]q(f ∧ da∧¬h)∨ [g]q′(¬f ∧ da∧¬h) for any
q and q′. One could assume, due to lack of knowledge, that
the truth value of f does not change, that is

BKocs |= f ∧ ¬h→ [g]0.3(f ∧ da ∧ ¬h),

or one could assume a uniform distribution of probability
over the possible values of f , that is

BKocs |= f∧¬h→ [g]0.15(f∧da∧¬h)∧[g]0.15(¬f∧da∧¬h).

There seems to be no clear way to decide between the two
assumptions without knowledge of the domain; it depends
on the domain of interest.



Definition 6 Given effect axiom ψ → [α]q1ϕ1 ∧ [α]q2ϕ2 ∧
. . . ∧ [α]qnϕn for α of a PES, proposition p is effectively
underspecified in effect ϕ ∈ {ϕ1, ϕ2, · · · , ϕn} under con-
dition ψ if and only if [α]qϕ 6|= [α]q(ϕ ∧ p) and [α]qϕ 6|=
[α]q(ϕ ∧ ¬p) and if there exists Inv(α,ψ′, P ) ∈ INV such
that ψ |= ψ′, then p 6∈ P .
Definition 7 Given invariance predicate Inv(α,ψ, P ) ∈
INV , proposition p is completely invariantly underspecified
under condition ψ if and only if p 6∈ P , and there exists no
condition ψ′ of an effect axiom for α of the PES, such that
ψ′ |= ψ.
Definition 8 Given invariance predicate Inv(α,ψ, P ) ∈
INV , proposition p is partially invariantly underspecified
under condition ψ if and only if p 6∈ P , and there exists
condition ψ′ of an effect axiom for α of the PES, such that
ψ′ |= ψ, but ψ′ 6≡ ψ.
The definitions assume that all relevant information about
effects of actions is contained in a clearly defined PES and
set INV . If effect information were not easily located in this
manner, it would be very difficult to ‘complete’ the spec-
ifications of effects of action as is done subsequently. In
other words, our proposal for the management of probabilis-
tic transition models includes the requirement that a PES and
a set INV are clearly defined and accessible by the system
or system-user.

When we say a proposition is underspecified, we mean
it in the sense of one or more of Definitions 6, 7 or 8. We
propose two alternative approaches, investigated formally in
the subsections below. When a proposition is underspecified
under a particular condition, (1) assume that it is invariant
under that condition or (2) assume that it is uniformly dis-
tributed under that condition.

Always Assuming Invariance
Let ψprtl be ψ ∧ ¬ψ′, where ψ′ is the condition of an effect
axiom for α of the PES, and Inv(α,ψ, P ) ∈ INV , such that
ψ′ |= ψ, but ψ′ 6≡ ψ.

This approach is: for every α ∈ A and p ∈ P , if p is
effectively underspecified in effect ϕ under condition ψ for
α, assume the presence of invariance formulae

ψ ∧ p→ [α]q(ϕ ∧ p) and ψ ∧ ¬p→ [α]q(ϕ ∧ ¬p),
else if p is completely invariantly underspecified under con-
dition ψ, add p to P of Inv(α,ψ, P ) ∈ INV , else if p is par-
tially invariantly underspecified under condition ψ, assume
the presence of invariance formulae

ψprtl ∧ p→ [α]p and ψprtl ∧ ¬p→ [α]¬p.
Given INV 1 and PES 2, the invariance formula and new

invariance predicate assumed present are

f ∧ ¬h→ [g]0.3(¬h ∧ f);

Inv(da,¬f ∧ ¬da ∧ h, {f, da, h}).
Given PES 1, the invariance formulae assumed present are

f ∧ da ∧ ¬h → [g]0.3(da ∧ ¬h ∧ f);

f ∧ ¬da ∧ ¬h → [g]0.3(¬da ∧ ¬h ∧ f);

¬f ∧ ¬da ∧ h → [d](¬f ∧ ¬da ∧ h).

Always Assuming Uniform Distribution
Let Ue(α,ψ, ϕ) = {p ∈ P | p is effectively underspecified
forα in effectϕ under conditionψ},U c(α,ψ) = {p ∈ P | p
is completely invariantly underspecified for α under condi-
tion ψ} and Up(α,ψ) = {p ∈ P | p is partially invariantly
underspecified for α under condition ψ}.

Then this approach is: for every action α, for every tran-
sition [α]qϕ of every effect axiom with condition ψ, assume
the presence of equiprob formula

ψ → [α]q1(ϕ ∧ γ1) ∧ · · · ∧ [α]qm(ϕ ∧ γm),

where {γ1, . . . , γm} are the m = 2|U
e(α,ψ,ϕ)| permuta-

tions of conjunctions of literals, given all the propositions
in Ue(α,ψ, ϕ) and q1 = · · · = qm = q/m. For instance, if
Ue(α,ψ, ϕ) = {p2, p4} then the literal conjunction permu-
tations are {p2 ∧ p4, p2 ∧ ¬p4, ¬p2 ∧ p4, ¬p2 ∧ ¬p4}.

Else, for every action α, for every invariance predicate
with condition ψ, assume the presence of equiprob formula

ψ → [α]q1γ1 ∧ · · · ∧ [α]qnγn,

where {γ1, . . . , γn} are the n = 2|U
c(α,ψ)| permutations

of conjunctions of literals, given all the propositions in
U c(α,ψ) and q1 = · · · = qn = q/n, and similarly for
Up(α,ψ), but with condition ψprtl for the equiprob formula.

Given INV 1 and PES 2, the following equiprob formulae
are assumed present.2

f ∧ ¬h→ [g]0.15(¬h ∧ f) ∧ [g]0.15(¬h ∧ ¬f);

¬f ∧ ¬da ∧ h→ [d]0.5da ∧ [d]0.5¬da.

Given PES 1, the following equiprob formulae are assumed
present.

f ∧ da ∧ ¬h → [g]0.15(da ∧ ¬h ∧ f) ∧ [g]0.15(da ∧ ¬h ∧ ¬f);
f ∧ ¬da ∧ ¬h → [g]0.15(¬da ∧ ¬h ∧ f) ∧ [g]0.15(¬da ∧ ¬h ∧ ¬f);
¬f ∧ ¬da ∧ h → [d]0.5(¬f ∧ da ∧ h) ∧ [d]0.5(¬f ∧ ¬da ∧ h).

The Two Approaches are Full Specifications
Definition 9 A verbose effects specification (VES) is a PES
where all effect axiom conditions (the ψ left of the →) and
effects (the ϕ right of the→) are definitive formulae.

Lemma 1 Let EV be 〈α〉> ↔ (ψ1 ∨ · · · ∨ ψj), where
ψ1, . . . , ψj are the j conditions of the j effect axioms in a
VES V for α. ThenEV ∧

∧
β∈V β is a transition model spec-

ification.

Proof:
We must show that there exists a unique Rα : (C ×
C) 7→ Q[0,1] which is a total function from pairs of
worlds into the rationals, and for every w− ∈ C, either∑

(w−,w+,pr)∈Rα pr = 1 or
∑

(w−,w+,pr)∈Rα pr = 0, such
that (α,Rα) ∈ R and 〈C,R〉 |= EV ∧

∧
β∈V β.

2Note that {¬f ∧ ¬da ∧ h → [d](¬f ∧ h), ¬f ∧ ¬da ∧ h →
[d]0.5da∧ [d]0.5¬da} |= ¬f ∧¬da∧ h → [d]0.5(¬f ∧ da∧ h)∧
[d]0.5(¬f ∧ ¬da ∧ h).



For the sake of reference, let

ψ → [α]q1ϕ1 ∧ [α]q2ϕ2 ∧ . . . ∧ [α]qnϕn

be an arbitrary effect axiom of V . We may refer to the ax-
iom as η. Construct Rα as follows: For all w−, w+ ∈ C:
If w− 6|= (ψ1 ∨ · · · ∨ ψj), then (w−, w+, 0) ∈ Rα. Else if
w− |= ψ: if w+ |= ϕk then (w−, w+, qk) ∈ Rα, else if
w+ 6|= ϕ1 ∨ · · · ∨ ϕn then (w−, w+, 0) ∈ Rα.

Now, the domain and co-domain of Rα are clearly ad-
hered to. Rα is a function because of the constraint of a
PES that for every i, for any pair of effects ϕik and ϕik′ ,
ϕik ∧ ϕik′ ≡ ⊥, that is, never is more than one probability
specified for reaching a world w+ from some world w−.
Rα is a total function because, given any pair (w−, w+) ∈

(C × C), if w− |= ψi where ψi is the condition of the i-th
effect axiom, then either (i) w+ |= ϕik for some transition
[α]qϕik in the axiom, in which case (w−, w+, q) ∈ Rα or
(ii) w+ 6|= ϕik for all transitions in the axiom, in which
case (w−, w+, 0) ∈ Rα, due to the PES constraint that the
transition probabilities qi1, . . . , qin of any axiom imust sum
to 1. Else, for all w− ∈ C such that w− |= ¬(ψ1 ∨ · · · ∨
ψj), (w−, w+, 0) ∈ Rα for all w+ ∈ C, due to the PES
constraint that for any pair of conditions ψi and ψi′ , ψi ∧
ψi′ ≡ ⊥. It follows implicitly that for every w− ∈ C, either∑

(w−,w+,pr)∈Rα pr = 1 or
∑

(w−,w+,pr)∈Rα pr = 0.
Simply, by construction of Rα, it follows that 〈C,R〉 |=

EV . And as a direct consequence of the construction of Rα,
it follows that 〈C,R〉 |=

∧
β∈V β.

We shall now show that no other R′α ( 6= Rα) can be
constructed such that (α,R′α) ∈ R′ and 〈C,R′〉 |= EV ∧∧
β∈V β. Let (w−, w+, qk) be some element of Rα as con-

structed. Let q′ ∈ Q[0,1] such that |q′ − qk| > 0. If w− 6|=
(ψ1∨ · · ·∨ψj), then (w−, w+, q′) ∈ R′α, where q′ > 0. But
then 〈C,R′〉 6|= EV . And if w− |= ψ and w+ |= ϕk, then
qk 6= q′ and 〈C,R′〉 6|= ψ → [α]qkϕk, which implies that
〈C,R′〉 6|= η, which implies that 〈C,R′〉 6|=

∧
β∈V β. Else, if

w− |= ψ and w+ 6|= ϕ1 ∨ · · · ∨ ϕn then (w−, w+, q′) ∈ Rα
where q′ 6= 0. But this is a contradiction, because it is re-
quired that

∑
(w−,w+,pr)∈Rα pr = 1, but due to the PES

constraint that the transition probabilities qi1, . . . , qin of any
axiom i must sum to 1,

∑
(w−,w+,pr)∈Rα pr > 1.

Proposition 1 (ψ → [α]ϕ)∧ (ψ′ → [α]qϕ
′)∧ (ψ′ → ψ) |=

ψ′ → [α]q(ϕ ∧ ϕ′) for all q ∈ Q[0,1].
Proof:
(Abridged) Let S be an arbitrary SLAP structure and w a
world in it. Suppose S, w |= (ψ → [α]ϕ)∧ (ψ′ → [α]qϕ

′)∧
(ψ′ → ψ). Assume S, w |= ψ′. Then S, w |= [α]ϕ∧ [α]qϕ

′.
Now, S, w |= [α]ϕ ∧ [α]qϕ

′ iff∑
(w,w′,pr)∈Rα,S,w′|=ϕ

pr = 1 and
∑

(w,w′,pr)∈Rα,S,w′|=ϕ′
pr = q.

Hence, S, w |= iff
∑

(w,w′,pr)∈Rα,S,w′|=ϕ∧ϕ′ pr = q iff
S, w |= [α]q(ϕ ∧ ϕ′).
Theorem 1 For both approaches, given a PES Pes for
α, a set of invariance predicates INV for α, a set of
(in)executability axioms E for α derived from Pes and

INV , a set of invariance formulae IF for α and a set of
equiprob formulae EF for α, their union is a transition
model specification.
Proof:
(Abridged) Suppose V is a VES for α and EV is an
(in)executability axiom derived from V as in Lemma 1.
If we can show that V and EV exist such that E ∧∧
β∈Pes∪INV∪IF∪EF ≡ EV ∧

∧
δ∈V δ, then by Lemma 1,

we have proved the theorem. Hence, we show how to con-
vert Pes ∪ INV ∪ IF ∪ EF into a semantically equivalent
VES V and we prove that E ≡ EV .

With several rewrite rules, we show how to ‘enlarge’
Pes into a VES using the information in INV , IF and
EF . The following rule is applied to both default assump-
tion approaches. • For every Inv(α,ψ, P ) ∈ INV , add
ψ∧p→ [α]p and ψ∧¬p→ [α]¬p to Pes , for every p ∈ P .
Next, considering the two approaches separately.

Suppose Always Assuming Invariance is used.
• Note that EF is empty.
• Let LIF (α,ψ, ϕ) = {` | ψ ∧ ` → [α]q(ϕ ∧ `) ∈ IF}.

For every ψ → [α]q1ϕ1∧ [α]q2ϕ2∧ . . .∧ [α]qnϕn in Pes ,
replace ϕk by ϕk ∧

∧
`∈LIF (α,ψ,ϕk)

`.
• Replace ψ → Φ by the members of the set {δ → Φ | δ |=
ψ, δ ∈ Def }.

• By Proposition 1, for every δ → [α]q1ϕ1∧ [α]q2ϕ2∧ . . .∧
[α]qnϕn in Pes , replace ϕk by ϕk∧

∧
`∈{`|δ→[α]`∈Pes}) `.

• Remove all formulae of the form ψ → [α]` from Pes (we
assume that the vocabulary has > 1 proposition).

• Remove all but one semantically equivalent formulae
from Pes . It should be easy to recognize which formu-
lae are equivalent, given the form they are now in.

Suppose Always Assuming Uniform Distribution is used.
• Note that IF is empty.
• Add all members of EF to Pes .
• Replace ψ → Φ by the members of the set {δ → Φ | δ |=
ψ, δ ∈ Def }.

• By Proposition 1, for every δ → [α]q1ϕ1∧ [α]q2ϕ2∧ . . .∧
[α]qnϕn in Pes , replace ϕk by ϕk∧

∧
`∈{`|δ→[α]`∈Pes}) `.

• For every δ → [α]q1ϕ1 ∧ [α]q2ϕ2 ∧ . . .∧ [α]qnϕn in Pes ,
for every other δ′ → [α]q′1ϕ

′
1 ∧ [α]q′2ϕ

′
2 ∧ . . . ∧ [α]q′nϕ

′
n

in Pes , replace [α]qkϕ by
∧
ϕ′k|=ϕk

[α]q′kϕ
′
k.

• Remove all formulae of the form ψ → [α]` (we assume
that the vocabulary has > 1 proposition) and of the form
ψ → [α]q1ϕ1 ∧ [α]q2ϕ2 ∧ . . .∧ [α]qnϕn s.t.

∑n
i=1 qi < 1

from Pes .
• Remove all but one semantically equivalent formulae

from Pes . It should be easy to recognize which formu-
lae are equivalent, given the form they are now in.

By the nature of INV , IF and EF , every effect of every
effect axiom is now a definitive formula.

Observe that E depends only on the axiom conditions of
the original Pes , which has essentially the same axiom con-
ditions as those of V (given our assumption that all effect
axiom conditions in Pes are definitive), and EV depends
only on the axiom conditions of V . Hence E ≡ EV .



Discussion and Related Work
There seems to be two issues with underspecified models.
One is knowing what information is missing. The other is
deciding what information to add and how to add it correctly
and completely. We have presented a systematic approach to
managing the ‘full’ specification of probabilistic transition
models with a probabilistic modal logic. For these specifi-
cations to be more compact than they would be if transi-
tion probabilities were simply written down, it is expected
that a user/knowledge engineer will capture (with sentences
of a logical language) some transition information from the
domain of interest, and then for missing information, ex-
press the desired transition behavior of the model of the do-
main, and finally, for information still not provided by the
user, he/she must take a stance as to what the default tran-
sition behavior should be: invariance of the truth values of
propositions not mentioned in the effect axioms, or uniform
distribution of transition probabilities. In real world situa-
tions, a combination of assumptions may be more effective.
For instance, in a very dynamic environment, the default
should perhaps be ‘variance’. That is, when information is
not given about how the truth value of a proposition should
change when some action is executed, it could be assumed
that the proposition’s value will always change. Neverthe-
less, assuming (necessary) (in)variance is an assumption of
certainty; these are ‘minimum entropy’/certain information
assumptions and could be studied under the topic of tradi-
tional nonmonotonic reasoning (Brewka 2012).

The ‘uniform distribution’ assumption on the other hand
is a kind of ‘maximum entropy’ approach. Wang and
Schmolze (2005) have a very similar approach to ours to
achieve compact representations in POMDP planning. Some
researchers (see, e.g., (Grove, Halpern, and Koller 1994) and
the work of Kern-Isberner (2001) and colleagues) have pro-
posed the assignment of a unique probability distribution
over a vocabulary such that information theoretic entropy
is maximized while the available probabilistic information
is conserved. This principle of maximum entropy (Jaynes
1978) seems to be a reasonable approach, but it may also
be reasonable to assume a particular a priori probability dis-
tribution for a given domain when no other information is
forthcoming. Although “default reasoning about probabili-
ties” (Jaeger 1994) is usually applied to what is believed in
the current situation, the idea is easily applied to what will
be believed in the next situation, that is, to transition models.

Another approach to more compact specifications is via
notions of conditional independence of Belief Networks.
See, for example, Fierens et al. (2005) for a starting point
in the area of combining belief nets with logic. We have not
looked at the relationship between the notion of invariance
and conditional independence in a probabilistic setting.

Bacchus, Halpern and Levesque (1999) give an account
of specifying stochastic actions in the situation calculus
while retaining Reiter’s solution to the frame problem (Re-
iter 1991) via successor-state axioms (SSAs). In particular,
§3 of their paper shows how to deal with a nondetrministic
action by ‘decomposing’ it into a set of deterministic ac-
tions, each leading to one of the effects of the nondetrmin-
istic action. We opted to specify stochastic (nondeterminis-

tic) actions ‘directly’ and not to decompose them. It is our
opinion that our ‘direct approach’ corresponds more closely
to POMDP models than the ‘decomposition approach’, and
thus aligns better with logics with explicit POMDP seman-
tics. We could thus not rely on Reiter’s solution. Without a
notion of equality between actions, one cannot write SSAs
in SLAP. Nevertheless, even with such a notion, a deeper
study is needed to compare the pros and cons of using de-
composition and SSAs, on the one hand, and using our direct
approach without SSAs, on the other hand.
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